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Abstract— Cardiovascular disease (CVD) causes
significant deaths worldwide, of which 17.3 million deaths
per year are due to CVD. The use of Ultrasound is necessary
to see the abnormalities. The study will segment Carotid
Artery segmentation on the Ultrasound image by using the
U-Net- based architecture of non-local means-based speckle
filtering (NLMBSF). The images will use NLMBSF to reduce
speckles, and the data set will be divided into two parts,
namely the dataset, which using NLMBSF and not
NLMBSF. After that, deing training to create a U-net model,
the training data model results will be searched with the best
Accuracy. The obtained result of the study is an accuracy
value 0f 97.74% , dice value is 87.22% ,and a loss of 0.0107 on
data that does not use NLMBSF. Still, it got different data
results using NLMBSF, namely 97.6% accuracy, dice value
is 84.06 % and 0.0138 value loss.

Keywords— Ultrasound, U-Net, Segmentation, Carotid
Artery

[. INTRODUCTION

Cardiovascular disease causes significant deaths
worldwide, of which 17.3 million deaths per year are due
to CVD and is expected to increase by 23.6 million in 2030.
In 2008, cardiovascular deaths represented 30% of all
deaths globally, of which 80% occurred in developing
countries. Developing countries like Indonesia obtained
data on the prevalence of coronary heart disease in 2013 by
0.5% or 883 447 people and symptoms by

1.5% or around 2,650,340 people, where the data based
on doctor’s diagnosis [1]. Carotid Intima-Media Thickness
(CIMT) is a measurement of carotid artery intima-media
thickness by B-mode ultrasonography, where the
examination technique is non-invasive sensitive. CIMT is
useful for the identification and quantification of
subclinical CVD and for evaluating CVD risk. CIMT, as
an early sign of atherosclerosis, is associated with the risk
factors for cardiovascular events, CVD, and the
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occurrence of arteriosclerosis in peripheral and coronary
arteries [2].

The use of  Ultrasonography due to this image has
gained much popularity due to its low cost and non-
invasive nature, allowing rapid assessment of vessel
geometry, degree of stenosis, and morphological plaque
[3]. The Framingham risk score can be used to identify
high-risk  individuals  without  symptoms. The
multifactorial risk index is based on traditional risk factors
such as hypercholesterolemia, diabetes mellitus,
hypertension, age, and smoking. Calcium assessment,
Ankle Brachial Index (ABI), C-reactive Protein (CRP))
and carotid ultrasound (USG) to measure CIMT thickness
(141, [8]).

In a study conducted (Yang, Ji et al. [4]) using Dual-
Path U-Net, the Accuracy was 4% -5% higher than that of
Seg-Net and U-Net using an intravascular dataset from
Ultrasound . Intravascular modalities can only be obtained
because they require Ultrasound, which must be inserted
into the body and inserted into the vessels. On the other
hand, in this study, Dual-Path U-net uses small datasets
because of the availability of intravascular datasets and
dataset limitations but produces good Accuracy. Research
by (Azzopardi, et.all, [5]) used Geometrically Constrained,
which was added to the Deep Convolutional Neural
Network, namely the U-Net. The weakness of this study is
that it is very dependent on an expert to do the labelling
used for dataset training. Research conducted by (Zhou Y,
Zang H, [6]) proposed a Non-local means-based speckle
filtering algorithm to reduce the presence of speckles in
ultrasound modalities. The results of this study produce
good CNR and SNR values compared to the original data
and make faster computational time from this algorithm.
NLMBSF method is very efficient at smoothing
homogeneous areas while preserving edges ([9],[10]).
Research conducted by (Li, Xiaomeng [11]) produced
segmentation results from Liver and Tumor in CT Volume




using Hybrid Densely Comnected U-NET with products
shown better Accuracy of the architecture. This research
has weaknesses in architecture that have to use a high CPU
type because the computing used is very time-consuming.
The study conducted by (Sancho-Gomez et al. [12] ) used
Machine Learning and Statistical Pattern Recognition in
the segmentation of Carotid, where this study featured in
terms of high-speed computing, which is 1.4 second with
the lowest average error. In this study, segmentation was
longitudinal without the use of transverse.

To reduce the spackle and improve the previous
research, the research to be carried out is to segment the
Carotid Artery on Ultrasound images using U-Net
architecture based on Non-local means-based speckle
filtering (NLMBSF). In this study, the images will use
NLMBSF to reduce speckles. After speckles reduce the
image, the data set will be divided into two parts: the
dataset, which uses NLMBSF, and not NLMBSF. Each
dataset will be divided into training and testing data.
Manual masking will be done to perform labels used for
training. After that, it will continue into the segmentation
process.

II. MATERIALS ANDMETHOD

A. Preparation Data

Artery B-Mode ultrasound data were acquired using
the Ultrasound Telemed SmartUs EXT-1M modality and
Echowave IT software. Ultrasound data was taken on a lab-
scale and handled directly by researchers. Data is taken
from several different people. The data taken is in the form
of a video that will be converted to frame form and
removed information from the device. After manual
segmentation is used to create a label on the dataset, where
the label will be used for training. Data Training and
Testing. The total data used is 150, where 90 data are used
for training, 10 data for validation of training, and 50 data
for testing. Furthermore, Figure 1(a) and Figure 1(c) show
that the image used for this study while Figure 1(b) and
Figure 1(d) shows the masked image

(c) (d)

Fig. 1. Visualization of Data Training : (a) Original
Image, (b) Mask of Original Image, (c) Image after
NLMBSF, and (d) Mask of Image after NLMBSF

B. Preprocessing

Frame in the form of an image will be preprocessed by
performing NLMBSF, which reduces speckle and noise in
the existing structures [6]. NLMBSF assumes the intensity
of each pixel is related to the pixel intensity of the entire
image. As a practical and computational reason, the
number of pixels in the weighted average is limited. As
illustrated in (1). The restored intensity N L(u)(x;) of the
pixel x;, is weighted average at pixel intensity u(x;) in the
"search volume." ;.

NL@)(x) = Txjev, Wl Julx)) (hH

Where w(x;, x,—) is a weight applied to the intensity value
u(xj) for restoration for each pixel x; n V;, the Gaussian-
weighted Euclidean distance ||. |13, is calculated between the
two image patches u (N;) and u (N;). This distance is the
traditional L2 — norm wrapped around a standard deviation
Gaussian kernel. The Gaussian kernel is standard deviations
peruse to establish spatial weights, which aim to patch
elements. Compared to pixels located at the edges, it turns out
that the middle pixel in the patch contributes more to the
distance. The weight w (x;,x;) is then calculated using
equation (2) below.

1 ||u(1\’ﬂ*u(”ﬂ":,fA

w(x, %) = 76D =

2

Ex,fEVa w(x‘-,x;-) =1 confirmed as a normalization constant

symbolized by Z; , where h acts as a smoothing parameter.
The algorithm used was to follow the equation described
(Zhou et al., 2019) [6]. The results from NLMBSF are
converted into an image size to 128 x 128 pixels and make a
mask from the existing image into a range [0, 1].

C. Model

In recent years, a deep convolutional network has
outstripped state of the art on many visual recognition
tasks, e.g. [13]. Convolution Network has been around for
a long time[14]. Still, the success factor of the limited
Convoluted Network is based on the size of the existing
training dataset as well as the size of the network that is
considered. Since then, a more comprehensive and deeper
network has been trained. The typical use of convolutional
networks is on classification tasks, where the output to the
image is a single class label [13]. Research conducted by
Ciresan et al. [15] has completed training on the network,
which aims to set a sliding window to predict class labels
on each pixel with inputs that are local areas (patches)
around pixels.

The model used is a convolutional auto-encoder, but
with a twist, it jumps over the connection {rom the encoder
layer to the decoder layer that is at the same "level." See
Figure 2. Deep neural networks are implemented with a
Keras functional API, making it very easy to use to realize
any desired architecture. The output of the system is 64 x
80, which represents the Mask must be training. The
Sigmoid activation function ensures that the pixel mask is
within the range [0, 1].

D. Segmentation Evaluation Matrics

To quantitatively measure the segmentation
accuracy, two regional-based measures. The Dice
coefficient (DICE) [16], also called the overlap index is,
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Fig 2. U-Net Architecture [19]

the most used in validating medical segmentations. As a
direct comparison between ground truth segmentation and
automatic, it is common to use DICE to measure
reproductivity. Use of DICE as a reproductive measure
[17] as a form of validation of manual annotation statistics
with segmenters repeatedly annotating with the same

ultrasound image, then the pair-wise overlap of

segmentation performed repeated calculations  using
DICE, which is defined by
2(Sq|5p)
DICE = ——*—*= 3
1Sal+15] 3
Here S, is the segmentation result of the algorithm used
and Sy, is the ground truth.

I1I. EXPERIMENT SETUP AND RESULT

This research was conducted on a computer-based on
Anaconda with the processor specification of Intel Core i7-
9750H and NVIDIA GeForce GTX 1650. The training and
testing data that has been made will be divided into 2,
namely the training and testing data with NLMBSF and the
training and testing data without NLMBSF. Figure 2(a)
shows the results of the data non- NLMBSF and Figure
2(b) shows the results of the data using NLMBSF. The
results of using the NLMBSF Method show more smooth
looks as previously done in previous studies for other
biomedical imaging ([9]1[10]). This method will further
clarify the absence of a carotid artery in Ultrasound than
other organs.

After training of the data that has been carried out by
NLMBSF, it shows in Figure 5. The loss value decreases
at epoch 7 with the best deal at epoch 50. In the training
process, the model will be stored in the best loss value.
Using a model that has produced the smallest loss value,
the best segmentation will be created. However, for
training data non- NLMBSF is shown in Figure 4. The loss
value decreases at epoch 10 with the best loss value on the
4th epoch. After testing, the result showed 97.74% for
Accuracy and loss of 0.01056 for data that did not use
NLMBSF. However, the different results were obtained for
data using NLMBSF, namely 97.6% accuracy and 00111
loss value.

The results obtained are better if the image does not use
NLMBSF, but the difference between the values is only
0.1. Besides, the Dice Coefficient's value from this study is
shown in Table I, and the results of the Dice for training
data shown in Figure 6 for non-NLMBSF data and Figure
7 for NLMBSF data. These results indicate that U-Net
delivers a good performance in segmenting carotid artery
ultrasound.

(a) (b)

Fig 3. Dataset : (a) the data non- NLMBSF and (b)
data using NLMBSF
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Fig 7. DICE Graph on Training Data NLMBSF

The result of Dice that was approaching 100 shows that
the results of segmentation are getting better. DICE more
often measure system performance through cross-
validation.

TP+TN

Accuracy = ———————
y TP+FP+FN+TN

0]

Part of an image pixel that is appropriately classified or
expressed as Accuracy [18], where TP, FP, FN, and TN
stands for true positive, false positive, false negative, and
true negative. It is the most basic performance metric but
cannot distort image segmentation performance in case of
class imbalance. In such a case, higher Accuracy for the
dominating class will overshadow the lower Accuracy
associated with the other level, thus providing biased
results.

The results of the segmentation are compared with
ground truth, which shows in Figure 8 is the result of
segmentation on data non-NLMBSF, and Figure 9 is the

Table 1. Evaluation Matrics of Data

Data NLMBSF MNon-NLMBSF
Accuracy [ Loss Dice |Accuracy| Loss Dice
Training 97.60% | 0.0108 | 8550% | 97.74% | 0.0076 | 88.79%
Validation | 97.61% | 00125 | 84.82% | 97.70% | 0.0088 | 88.32%
Testing 57.60% | 0.0138 | 84.06% | 97.74% | 0.0107 | 87.22%

result of data using NLMBSF. These two results show
good performance in filtering, and it can be seen in the
figure that the prediction results and ground truth are
similar. This figure will show that the qualitative test by
looking at the segmentation result is good.

(c)
Fig. 8. The results of the segmentation on Testing

Data non-NLMBSF : (a) Image non-NLMBSF, (b) True
Mask Image, and (c) Predict Mask

(a)

()

Fig. 9. The results of the segmentation on Testing Data
NLMBSF : (a) Image with NLMBSF, (b) True Mask
Image, and (c) Predict Mask

This study, testing of the performance segmentation
model, is used for crop images. This Crop image aims to
see how good a model is at imaging Carotid Artery and
removing the other part. It was intended to demonstrate




how well these results are so that the research can
reconstruct carotid artery imagery in the future. Figure
10(a) shows an Image from Ultrasound that Carotid Artery
still has another organ, then Figure 10(b) shows the
cropping results using a mask created for labelling.

(a) (b)

(c)
Fig. 10. The results of the Cropped non-NLMBSF : (a)
Image non-NLMBSF, (b) Cropped Image from True
Mask, and (¢) Cropped Image from Predict Mask

(a) (b)

(©
Fig. 11. The results of the Cropped NLMBSF : (a) Image
NLMBSF, (b) Cropped Image from True Mask, and (c)
Cropped Image from Predict Mask

In contrast, Figure 10(c) shows the crop results using
predictions from U-Net segmentation. Experiments were
also conducted with crop Image with NLMBSF as seen
Figure 11(a) showing the Image of Ultrasound that Carotid
Artery still has other organs, then Figure 11(b) shows the
cropping results using a mask created for labelling. In
contrast, Figure 11(c) shows the crop results using
predictions from U-Net segmentation. Figure 10 and
Figure 11 show that segmentation using U-Net looks pretty
good when used for cropping leaving the desired organ, so

it not only produces good Accuracy and dice values, but
good results are obtained after implementation for a crop.

IV. CONCLUSION

In this study, the accuracy value is 97.74%, dice value
is 87.22% and a loss of 00107 on data that did not use
NLMBSF, but obtained different results for data using
NLMBSF, namely 97 .6% accuracy, dice value is 84.06%,
and 0.0111 loss value. On the other hand, good results were
obtained from the results of the ultrasound segmentation,
which had been compared with ground truth. This result
was proven by trying segmentation and crop Carotid
Ultrasound. Future research will be conducted to increase
the amount of data so that the variation of the data will
increase in terms of disease, sex, and age. This problem
causes the conditions of the Carotid to be different so that
the variation will increase.
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